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Introduction

Maintaining a high level of productivity within the
Operations staff is the challenge every Operations
Manager faces today. Service Level Agreements are
demanding increasingly higher levels of availability at
both the front and back ends of business processes.

Any downtime of application processing affects business
process continuity to the extent that even batch job
scheduling, long considered a stepchild of information
technology, is now regarded as mission-critical.

Consequently, workload management software, such as
the Tivoli Workload Scheduler (TWS), must be easy to
use and have an intuitive User Interface (UI).

Every software developer will assure you that the user
interface is an integral part of any application being
brought to market. Unfortunately, UI design and
development often lags behind the core application in
terms of priority, budget and focus.

Yet in the eyes of the customer, the user interface is the
product. It is mostly through the UI that the customer
rates the application. Customers want to accomplish
their tasks with the least amount of effort and the least
daunting learning curve.

A Brief History of the Tivoli
Workload Scheduler GUI

When the company Unison ported Maestro from MPE to
Unix in the mid 1980’s, they outsourced the Graphical
User Interface (GUI) development to a small company
specializing in user interfaces.

That user interface was elegant in its simplicity. It was
intuitive, making it easy to learn and use. It tracked
directly to the command line interface (CLI) where
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definitions were accomplished through “composer”, and
plan management was accomplished through “conman.”

The Maestro GUI, The GUI provided Schedulers with a straightforward
gmaestro, consisted of means of defining and managing scheduling objects
gcomposer for object using “gcomposer.” On the management side,
definition, and “gconman” provided operators with meaningful
gconman for plan information when a situation requiring action was
management. required-usually with just a point and a click.

It did require the added expense of Exceed or other X-
Windows software for desktop access. It also had its
share of usability inconsistencies across panels and its
some quirks (such as leaving orphaned processes
behind). Overall, however, it received very high marks
from the user community.

As Web-based portals emerged into general acceptance,
there was some grumbling in the user community about
Maestro’s continued reliance on interfacing through

XI11.

To this end, Tivoli went to work on redesigning the GUI
and unveiled the new interface product with the release
of Version 7 of what was now the Tivoli Workload
Scheduler (TWS). The product of their development
effort is the java-based Job Scheduling Console (JSC).

An unanticipated issue arose immediately: Customer
operations staffs resisted the radical change in

The final sunset for interfacing with TWS. Seasoned veterans rapidly

the _Maesti.’o GUI discovered that the old gmaestro suite—the legacy GUI-
arrived with the still worked with TWS Version 7 and, while no longer
release of TWS V8.2.

supported, with TWS Version 8.1 as well. What was the
root cause of the rebellion? The underlying issue, simply
stated, was the usability factor.
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Ultimately, usability is
accomplished by
architecting a user
interface that fits with
what the end user is
trying to accomplish.

Jacob Neilson
Usability Engineering
(Academic Press,
1993)

What Is Usability?

Show the same user interface to any number of
programmers and you will get that number of arguments
on how good (or bad) it is. Everyone has a personal
preference and an opinion of what makes a good design.
Should the real issue not take into consideration what

makes the given task easiest? Is that not what makes the
UI usable?

While some end users may appreciate pretty graphics
with sophisticated visual controls and a 3D look and
feel, ultimately they all want a system that is easy to
learn, easy to use, and that helps them do their work -
quickly.

Before he became a self-anointed web design guru, Dr.
Jacob Neilson focused on engineering user interfaces. In
that role he developed ten fairly broad heuristics for
designing a good user interface system. Five of those are
rigorous enough to be called "rules" that can still provide
a general framework and meaningful objectives for good
user interface design:

P First Rule: “Good systems are usable-without help
or instruction-by a user having knowledge and
experience in the application domain but no
experience with the system.” - Access

P Second Rule: “Good systems do not interfere with
or impede efficient use by a skilled user having
substantial experience with the system.” - Efficacy

P Third Rule: “Good systems facilitate continuous
advancement in knowledge, skill, and facility and
accommodate progressive change in the usage as the
user gains experience with the system.”

- Progression

P Fourth Rule: “Good systems support the real work
that users are trying to accomplish, making it easier,
simpler, faster, or more fun.” - Support
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TWS/WebAdmin is a
highly portable, web-
based application
making TWS very
accessible. If you have
a device with a web
browser, you have
access to TWS
through
TWS/WebAdmin.

For this test drive, [
am using Safari V1.3,
the Macintosh OS X
browser. I also tested
it using Internet
Explorer V6.0 (on
Windows XP) and
Galeon V1.2 (on Red
Hat Linux).

P Fifth Rule: “Good systems are suited to the
conditions and environment of the actual operational
context within which they are developed.” — Context

Usability, then, is not derived from rows of pretty
colored icons, from floating toolbars or from 3D dialog
boxes. Usability is not in the quantity of widgets used
but rather in how the included widgets work together.

A Usable TWS GUI

As mentioned earlier, an outside company built the
legacy Maestro GUIL. Now an outside company has built
a usable GUI for TWS. TWS/WebAdmin, from SEGUS
Inc, has a familiar look and feel. It strongly reminds one
of the legacy Maestro GUI. That factoid alone strongly
supports the usability rules presented above.

TWS/WebAdmin does not require a specific version of
the Java Runtime Environment. It is not limited to
specific hardware platforms. It does not require
installing and maintaining any extraneous software such
as a framework or special connectors. Pick a browser,
any browser; you have connectivity.

TWS/WebAdmin provides a feature-rich user interface
to all aspects of TWS. Each feature incorporates a subset
of the Usability Rules listed above. TWS/WebAdmin
provides an intuitive interface for:

Defining and maintaining all TWS scheduling
objects and their relationships using a familiar,
intuitive interface.

Viewing and managing all domains, workstations,
job streams, jobs, prompts, resources and file
dependencies in the Current Plan (the Symphony
File) using a self-explanatory navigation system.
Forecasting future Plans utilizing a sophisticated
capability that offers a range of dates and powerful
reporting.

Page - 4 -



Utilizing the Job Notes feature-accessible with one
click-where instructions or on-call information
may be maintained.

Powerful reporting capability, including the option
of running and saving SQL queries.

Accessing formatted and legible audit log files for
easy and quick review.

A Quick Look at TWS/WebAdmin

This paper is not intended to be a tutorial. It is a first
look to get a sense and feel for the product.

The home screen already illustrates the amount of
thought put into designing TWS/WebAdmin. On the left
side is a navigation bar for accessing TWS areas. The
home page itself provides useful information about the
server, the current settings and statistics about the TWS
network.

Just from logging on, one can tell that the system is up
(Batchman Running) and there are some problem jobs (#
Abend).

) TWS /WebAdmin Version 2.0 e
bAdmin Version 2.0 _§

Plan Filters

e

Submit Jobstream TWS/WebAd'..i"

Submit Task Copyright (c) 2004 HORIZONT

SetRun History & Version 2.0 BETA
Forecast

Options Welcome to TWS/WebAdmin, the Tivoli Workload Scheduler management and reporting interface. Use the frame on the left to navigate.

Database
Workstations
Warkstation Classes n
Domains
intiswadms TWS/WebAdmin Administration Page
Calendars
Jobs
Resources
Prompts General Settings
Parameters
Users

Database Filters.
Saved Drafts

» HORIZONT Web Site
» SEGUS Web Site

Logged inas:  tullyk  (Logout ) Auto-Refresh:  off
Date: 04/18/2005 Symphony: Current
Time: 01:20 AM Compression:  disabled
Reports

Job Histc 2 —_—
el TWS/MWebAdmin Server Statistics
TWS Activity
Production Planning Workstation: JUPITER #Workstations: 3
TWS Database Hostname: AvotsLab #Jobs: 287
Cross Reference ; g

Critical Jobs TWS Version: 82 # Succ: 262
sQL Query Node Type: MASTER # Abend: 20

User Defined Reports. Batchman: Running
Po y

TWS/WebAdmin Home Page Layout.

Log / Alert

Event Monitor
Event Configuration
Alert Configuration
Database Audit Log
Plan Audit Log

Job Notes
Workstation Notes
TWS Logfle

Maintenance
TWS Mailbox Files J
TWS Database Files

T ) < | >
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Working with the Database

The most complex task in job scheduling is to create a
new jobstream. Creating a jobstream tests the product
against the five rules discussed above. I did not read any
documentation for TWS/WebAdmin (other than the
install instruction) prior to exercising it for this paper.

An experienced scheduler can appreciate the orderly
flow of creating a new jobstream. A novice scheduler
can appreciate the guidance that flow represents. The
following screen shots illustrate the steps I took for
creating a new jobstream containing four jobs. To start, I
selected Jobstreams from the Navigation bar on the
home page.

alalas

TWS/WebAdmin Version 2.0 ————

I + | € hup:/favotsiab:82/ @ B(Q- coogle )
= (c] —

- JUPITER
Home

Pl
Domains

Jobs
Resources
Prompls

Files
Plan Filters.
Submit Job

Submit Job
Submit Tash

SetRun Hi§
Forecast

Options

Database
Workstation|
Warkstation
Domains
Jobstreams
Calendars

Prompts
Parameters

Bookv Rendezvousy USA.-Mega ..a Millions. Downloads —...

General

rewarenet SpamCop — ..back SPAMI LTV Panarama

Protection CBS.SportsLine.com MacSha

Workstation: (o)

Jobstream Name:

an
Workstation ) @ Select i e

Joosreams  Select Workstation

PR
|saTuRNn
URANUS

;| plus days

1] plus days

Users
Database Filters
Saved Drafts

Reports
Job History

Where is the Jobstream Going to Run?

Page - 6 -



TWS/WebAdmin Version 2.0

@8- coogle
SpamCop — ...back SPAM!

@ http: [ /avotslab:82/

Downloads —_.. Protection CBS.Spe

.com MacShareware.net LTV Panos

Add Jobstream

General

-JUPITER

Workstation: SATURN

Home
Jobstream Name: tullytest_stream
Plan
Warkstations
Domains
Jobstreams
Jobs
Resources
Prompts

Description: Tasting the jobstream performance on Windows server

Files
Plan Filters

Submit Jobstream
Submit Job
Submit Task

SetRun History
Forecast

Jobstream Options

At
Untit:

Time Zone:

00| plus

s

days
[ plus

Optians,

J | Priority:

Limit:

Database
Waorkstations
Workstation Classes
Domains
Jobstreams
Calendars

Jobs

Resources

Prompts.
Parameters

Users

Database Filters X
Saved Drafts

O Carryforward

Reports iy
Job History :

At What Time Should the Jobstream Run?

TWS/WebAdmin Version 2.0

@8- coogle
SpamCop — ...back SPAM!

@ http: [ /avotslab:82/

_..a Millions.

Downloads -_.. Protection CBS.SportsLi

.com MacShareware.net LTV Panora

Run Cycle
On:
- JUPITER () On Request
a4l
Home o .
Weekly Cyocle: C)Sunday ~ [Monday  [)Tuesday [JWednesday [)Thursday [Friday [0 Saturday
Plan W Everyday [|Weekdays [ Workdays [Freedays
Workstations
Domains
Jobstreams Calendar: (Lst)  offset: [+ 19) Days |5
Jobs
Resources Wos g
Prompts Single Date: # ' (List)  (MM/DDIYYYY)
Files
Plan Filters
Submit Jobstream Except:
Submit Job
Submit Task 5 o o a a =
Weekly Cycle: Sunday ~ (OMonday  [JTuesday [JWednesday (JThursday (JFriday [JSaturday
Set Run History [JWeekdays [Workdays # Freedays
Forecast LY
Options Calendar: (Lst)  Offset: Days 98
Database d S S PR
Workstations Single Date: L) (Lst) (MM/DDIYYYY)
Warkstation Classes
Domains
Jobstreams
Calendars Free Days:
Jobs
Resources Calendar:
et @ Use Default
Parameters O Specify Calendar: (uist)
Users =
Database Filters
Saved Drafts Consider as Free Days: M Saturday & Sunday
Reports
Job History 51 (<<Prer)  (Next>>)

What is the Run Cycle of the Jobstream?

Selecting the Run Cycle for this exercise gives me the
opportunity to do something I strongly discourage when
presenting TWS in a training session. I have selected
"Everyday" as the cycle and "Except Freedays" as the
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exception. (Freedays are defined as Saturday and
Sunday.) For the sake of clarity and brevity, I should
have just selected a Run Cycle of Weekdays with no
exceptions.

That takes care of the mandatory Where and When
requirements for setting up my jobstream. Now I must
establish the prerequisites for the jobstream by defining
“what must happen before this jobstream can run.”

TWS/WebAdmin Version 2.0 ==
[E] € htep: [ /avotslab:82/ @ [8(Q- Google

ss Book v Rendezvous~ US.A—Mega .a Millions. Downloads

-_.. Protection  CBS.Sportsline.com MacShareware.net SpamCop — _._back SPAM! LTV Panorama =

o
N

TWs WeAdmipr

‘ Jobstream: SATURN#TULLYTEST_STREAM

_ JUPITER Jobstream Dependencies

Home Jobstream Dependencies:

R iites (1) - Workstation: (List)  Jobstream: (D)

Domains ()

Jobstreams =

Jobs :

Resources Job Dependencies

Prompts

Fils —

p}:rfme,s (1) - Workstation: (iist)  Jobstream: (Lst)  Job: (List)
(&)

Submit Jobstream
Submit Job

Submit Task Prompt Dependencies
Set Run History R
Forecast (1) - Prompt: List
(=)
Options =
Datahass File Dependencies
Workstations
Workstation Classes .
Domains (1) - Workstation: (Lst)  Filename: Qualifier:
Jobstreams =
Calendars &
Jobs
Pesounes Resource Dependencies
Prompts.
Parameters
Users (1) - Workstation: (Lst)  Resource: (Gst)  Units: [1
Database Filters = — ==
Saved Drafts 2
Reports rd "
ot ity v <<Prev)  (Nexik>) 4

Any Other Jobstream-Level Dependencies?

My “requirements” do not have any jobstream-level
dependencies for this exercise, but having this screen
presented at this point in the jobstream definition
process is efficient and thoughtful. The tool is forcing
me to think and fulfill my requirements in an orderly,
top-down fashion. The aforementioned Rules 1 and 5
apply here.

Since I have nothing to add as jobstream prerequisites,
TWS/WebAdmin now takes me to the job level where I
identify the actual tasks the jobstream will contain.
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TWS/WebAdmin rewards good naming conventions by
allowing selection of multiple job names for inclusion in
the jobstream. That is a feature Schedulers will
appreciate.

TWS/WebAdmin Version 2.0

@ A htep:/ favotslab:82 [ @ B(Q- coogle

- Bookv Rendezvousv USA.-Mega ..a Millions.. ~... Protection CB SpamCop - ..back SPAM! LTV Panorama
o e hIo, = Add Jobstream
Select Job
e LYTEST_STREAM
- |JUPITER#BXTRACT 4 =
JUPITER#NEXTDAY =
H |JUPITER#JOBHIST
| JUPITER#PAXTRACT »
|JUPITER#PRXTRACT
A |JUPITER#REXTRACT 7
|JUPITER#USXTRACT ®
o |JUPITEREZXRXTRCT =
|SATURN#TESTL &)
R
7
R
f
3
E
s
5
R
7 1 (Properties) (Job Info)
Database ™
Workstations (Addjob) (Deletejob)  ((Newjob)
Workstation Classes
Domains
Jobstreams
s (e<pev)  (Saveibsweam)  (SaveDraft)
Resources
Prompts
Parameters
Users
Database Filters
Saved Drafts
Reparts [+
Job History
e <

— — E——— ,:ﬁ

TWS/WebAdmin Allows Selecting Multiple J obs.
(See Rule 4)

Job Properties v
2
NLLEE SATURN#TESTJOB2
Jobstream Dependencies
Jobstream Dependencies:
(1) - Workstation: List Jobstream: List)
e
Job Dependencies
(1) - Workstation: | SATURN (st Jobstream: TULLYTEST_STREAM (List) Job: TESTJOBL (st
(&3]
)
Prompt Dependencies
L3
(1) - Prompt: (uist)
&
File Dependencies
(1) - Workstation: (List)  Filename: Qualifier:
& U
Resource Dependencies
(1) - Workstation: (ust ) Resource: List) Units: [1 i
— — I3
i ) -
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TestJob2 Is Made Dependent on TestJobl.

All dependencies for TestJob2 are established on this
one screen. There is nothing disjointed about
establishing job prerequisites. TESTJOB3 is then made
dependent on TESTJOB2 in the same manner.
TESTJOB4 has some additional dependencies.

Job Properties

Job Properties

WL SATURN#TESTJOB4

General

Description:

Job Options
At
Until:
Every:
Time Zone:

Priority:

7] Confirmed

(Next >>)

us days

181 00 S]Ius days

Job4 Has a Time Dependency and...
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Job Properties

|

CLLH | SATURNHTESTJOB4

Jobstream Dependencies

Jobstream Dependencies:

(1) - Workstation:
&3

Job Dependencies

(2) - Workstation: [SATURN
(1) - Workstation: SATURN
&

Prompt Dependencies

(1) - Prompt: ()
&

File Dependencies

(1) - Workstation:
(&)
=

Resource Dependencies

(1) - Workstation:

(5]
(<<Prev) (Save)

(st

(uise)
(ust)

(ust)

(Gsc)

Job Properties

Jobstream:

Jobstream: | TESTSTREAM

Jobstream: TULLYTEST STREAM

Filename:

Resource: (Lise)

(dscy

(ust)  Job: [TESTL

(ust)  Job: TEST/OB3

Qualifier:

Units: |1

(uise)
(ust)

...Multiple Job Dependencies.

Once I have completed defining the jobstream by
establishing all the prerequisites for each job and saved
the new jobstream, I can perform a visual check of the
jobstream to see what it looks like in the TWS
scheduling language.
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TWS/WebAdmin Version 2.0

@ http: [ /avotslab:82/

-JUPITER

Home

Plan
Warkstations
Domains
Jobstreams
Jobs
Resources
Prompts.

Files
Plan Filters
Submit Jobstream

Submit Job
Submit Task

SetRun History
Forecast

Optians,

Database
Waorkstations
Workstation Classes
Domains

Calendars
Jobs
Resources
Prompts.
Parameters
Users

Database Filters
Saved Drafts

Reports
Job History
T

us¥ USA-Mega _a Millions. Downloads - Protection CBS.SportsLine.com MacShareware.net

Jobstream Definitions

E

bstream  Creator Last Updated

a8 INAL aestro|04/03/05
=) EBADMIN aestro|04/03/05
[=] aestro|04/08/05
=) 1|aestro|o4s08/08
O | uranus aestro|04/08/0%

(Display) (Add) (Copy) (Modify ) (TextEdit) (Delete) (Dependent Objects ) (Export) (Saved Drafts ) (TFilter ) (“Print)

(Display)

158

Check All - Clear All

Select the Jobstream and Click on DISPLAY to

TWS/WebAdmin Version 2.0 =
€ http:/ /avotslab:82/ @ alQ- Google

Official Hom. ~a Millions.

- Home Page US.A.-Mega

- JUPITER

Home

Plan
Workstations
Domains
Jabstreams
Jobs
Resources
Prompts

Files
Plan Filters
Submit Jobstream

Submit Job
Submit Task

SetRun History
Forecast

Optians

Database
Warkstations
Workstation Classes
Domains
Jobstreams
Calendars

Prompts.
Parameters
Users

Database Filters
Saved Drafts

Reports

Jobstream Definition

SATURN#TULLYTEST_STREAM

*Testing the jobstream performance on Windows server
SCHEDULE SATURNATULLYTEST STREAM

ON EVERYDAY

EXCEPT FREEDAYS

AT 1600

SATURN#TESTJOBL
SATURN#TESTJIOB2
FOLLOWS SATURN#TULLYTEST_STREAM.TESTJOBL
SATURN#TESTJOB3
FOLLOW.
SATURN#TESTJ
AT 1900
FOLLOWS

ATURN#TULLYTES

B-

SATURN#TULLY'
SATURNF g
END

<7 > ) < | >

...The Newly Crafted Jobstream.

Creating a new jobstream with TWS/WebAdmin is
simple and straightforward. TWS/WebAdmin keeps the
jobstream developer’s focus orderly and organized. Any
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TWS/WebAdmin

supports the real work
that Operators are
trying to accomplish,
making it easier,
simpler and faster.

Production Control Analyst worth their “You Want It
When?” poster will find both usability and utility in
pointing their web browser to TWS/WebAdmin.

Working with the Plan

Working with the Plan through TWS/WebAdmin is no
less rewarding. For the most part, working with the plan
means monitoring the jobs, correcting abnormal endings
(abends) when possible, resolving other scheduling
problems when they occur, and escalating problem
determination when necessary. (Or whatever those good
folks really do 24/7!)

Again, I am only covering a few of the features - those
that I feel are particularly impressive in the way they
support the work Operators are trying to accomplish.

I have been to many, many shops and watched countless
Operators in my TWS-related travels. There is no
standard way Operators monitor TWS activity. Fact.

All Operators like to filter what they watch and they all
are on the lookout for abend or job failure instances.
Some Operators also monitor critical jobstream
execution. Operators pay very limited attention to
successful job completion.

For the job monitoring exercise, I am setting two options
from the Options screen. I am setting the Auto Refresh
option to 30 so that the Plan screens will automatically
refresh every 30 seconds for me. That mimics the way
most Operations folks monitor TWS activity. (Actually,
most Operators feel that real time is a bit too slow for
their needs.)

I am also anchoring the Action Buttons along the bottom
of the screen for quick access to operations-related
activities. I'm willing to bet most Operators will also
change the skin to 3-D!

Page - 13 -



TWS/WebAdmin Version 2.0

A hup:f/avotslab:52/ @ [=(Qr Google

WS Webadmip A

- JUPITER

Home

Plan
Workstations
Domains
Jobstreams

Resources
Prompis

Plan Filters
Submit Jobsiream

Submit Job
Submit Task

tory

Forecast

Options

Database
Workstations
Workstation Classes
Domains
Jobstreams
Calendars
Jobs
Resources
Prompts.
Paramelers
Usere
Database Filters
Saved Drafts

Reports
Job History
Jab Detail
<>

Downloads - Protection CBSSportstine.com MacSharewarenet

USA. a Millios

TWS/WebAdmin Options

E

General Options

Auto-Refresh: 30 | seconds Save as Default
Display Job Logs: @ Single O Multiple Save as Default

After Actions: {Go To Object List =)

ooa@

Save as Default

Appearance
Date Format: (- Default - =] ) Save as Default
Skin: i Ry ] Save as Default
Bottor
() Save as Default

Action Buttons:

Performance OM‘F‘

] Enable gzip compression of web pages
) Disable job statistics on Home page

o

Save as Default
Save as Default

(L}

Security Options

Change Password

Advanced
Timeout: 30 (Default = 30)
Database Name:  |tws (Default = tws)
Set

-JUPITER

Home

Plan
Workstations
Domains
Jabstreams

Resources
Prompts.

Files
Plan Filters
Submit Jobstream

Submit Job
Submit Task

Set Run History
Forecast

Options

Database
Waorkstations
Workstation Classes
Domains
Jobstreams
Calendars
Jobs
Resources
Prompis
Parameters

sers
Database Filters
Saved Drafts

Reports
Job History
Job Detail

TWS Activity
Production Planning
TWS Database

TWS/WebAdmin Options.

Filtering is an extremely powerful aid to job monitoring.
TWS/WebAdmin has a full complement of filters. One
really useful filtering option is to reduce the clutter by
eliminating all but the last iteration of those jobs that run
every few minutes throughout the day.

TWS/WebAdmin Version 2.0

Set Job Filter

Warkstation: ® List
Jobstream: @ (ust)
Job: @ List
Login:
Script Name:
Job Status: [JABEND [JABENDP [JADD ] CANCEL [JDONE
JERROR [JEXEC ~[JEXTRN(JFAIL  [JFENCE
CHOLD [JINTRO [JPEND [JREADY [DSCHED
Csucc [JSUCCP (JSUSP JWAIT  [JWAITD
[ Started: Low Time: Date: (MM/DDIYYYY)
High Time: Date: (MM/DDIYYYY)
[ Finished: Low Time: Date: (MM/DDIYYYY)
High Time: Date: (MM/DDIYYYY)
O Priority: Low: High:
[ Follows: Workstatien: (Ust) Jobstream: (st} Job: (ust)
2 Needs: Workstation: (Gst) Resource: (L)
O Opens: Workstation: (List) Filename:
) Prompt: Prompt Name/#: (Uist)
“j Recovery Option: @ Stop O Continue O Rerun
™ Short Mode (Display enly the last iteration of repeating jobs)
L
Set Filter Clear Fifter Load Filter

Setting the Filter to Short Mode.
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TWS/WebAdmin Version 2.0

-JUPITER

€20:00 (OKG) |50
Home

Plan
Workstations
Domains
Jabstreams

O|o|o|a

<20:15(0K0) |50

<20:30 (OKG) | &0
Resources

Prompts.

ojo|o|o

Files "
Plan Filters <20:45(0K0) |40

Submit Jobstream
Submit Job
Submit Task

Set Run History
Forecast

Options

Database
Waorkstations
Workstation Classes
Domains
Jobstreams

£1:00

Calendars J [sappressed |
Jobs

Resources

Prompts §0:10

Parameters

Users

Database Filters pocs

o JLE908

Saved Drafts = * |
Reports .
Job History Check All - Clear All A
Job Detail

TWS Activity (Priority) (Release) (Cancel) (NOP) (Rerun) (ki) (Confirm)) (Tan) (Add Dep) (‘Delete Dep) (Successors) (info) (Detail Report) (Notes) (‘Filter)
Fodgdonraminy 1| G (od ) = =t
A CE
| Display 2 meny = =

Job List from the Plan.

In the Job List we see some of the detail
TWS/WebAdmin provides. The color coded Status
jumps out at you — white for pending, green for success
and red for problems. The start time, estimated run time
and unmet dependencies are what the Operators want to
see and monitor. The fourth rule is at work here!

While filtering out the multitude of iterations of jobs,
which already have run, reduces the list to some extent,
it still does not provide the visibility that I think a
monitor would need for successful job performance.

Ultimately, usability is
accomplished by
architecting a user
interface that fits with
what the end user is

trying 1o accomplish. I can further reduce the clutter of displayed data by

filtering down to just the jobs that are executing and the
problem jobs. TWS/WebAdmin provides the capability
to define any number of filtering combinations and to
save those definitions. TWS/WebAdmin will satisfy
every operator’s filtering desires and job execution
monitoring requirements.
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Home
Plan

Domains

Forecast
Options

Database

Domains

Calendars
Jobs
Resources
Prompts.

Users

Reports
Job History
Job Detail
TWS Activity
T

- JUPITER

Workstations

Jobstreams

Files

Plan Filters
Submit Jobstream
Submit Job
Submit Task

SetRun History

Warkstations
Workstation Classes

Jobstreams

Parameters

Database Filters
Saved Drafts

TWS/WebAdmin Version 2.0

A hup:f /avotslab:52/ © 20 Google

Plan Job List

Helj
ol current |
Fi @#@.@+*stale=abend abenp, error exec, fail fence, wait-+short \
Workstation Jobstream Job State Start apse Exit Code Dependencies.
au R EXEC 13:23

13:23 #723628

=] 13:23 #323630
1n_vo! T 06:00 <23:05 (OK)
=} BUMMER 06:00 |00:01 5 #318607
@ |[>>every run BUMMER 12;00 |00:02 L2 #J23266 §1:00
Check All - Clear All
o L3

|| (priority) (Retease) (‘cancel) (NoP) (Rerun) (ki) (Confirm)) (Ta) (AddDep) (‘DeleteDep) (‘Successors) (info)) (Detail Report) (Notes) (Fiter)
41| (save Filter) (Layout) (Print)
31| € Y ity Gy

Plan Jobs Filtered to Executing and Abend J ob View.

One very thoughtful feature of TWS/WebAdmin is
showing the output of a job by clicking on the job name
in the Plan’s job list. This comes in very handy when
there is a problem needing immediate attention.

Home
Plan

Domains
Jobstreams
Jobs
Resour

- JUPITER

Workstations

TWS/WebAdmin Version 2.0

3 http://avotslab:82/

@ 2(Qr Google

Plan Job List

ol current |
F @#@.@*state=abend.abenp, error,exec fail. fence

Workstation Jobstream Start Elapse  Exit Code Dependencies Dependencies
<23:05 (0K)

5 #727923

View Standard List #728480

Files
Plan Filtef

Submit Js
Submit J
Submit Td‘
SetRun §
Forecast

Options
Databs
Workstati
Domains |

Jobstreal
Calendarf

u
Workstau% L

#729125

UMMER
TWS User,Avots

S#IN_YOUR_FACE

£1:00

ADP Schedule Contract with IBM Corp.
eep

Jobs MJ
Resour
Prompis. |

Paramet
U

it status
System Time (Seconds)
r Time (Secon

Database
Saved Di

Reports
Job Histo
Job Deta
TWS Actiy

J (Print)  (Close Window ) E

Eessors) (Info) (Detail Report) (Notes) (‘Filter)

|

e

Clicking On Job Name Immediately Pops Up J ob’s
Output.
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One TWS/WebAdmin feature that I feel has great utility
is the Job Notes feature. It is a handy addition to TWS
capabilities in maintaining all sorts of information for
jobs. There are separate sections for Contact
Information, for Recovery Instructions and for General
Comments. This is a feature with unlimited utility.

TWS/WebAdmin Version 2.0

Job Notes

-JUPITER
Home
Plan
Workstations Comment
Domains
Jobstreams General Info _[Edit] [Delete]
Jobs.
il Creator maestro
B Created 2005-04-15 12:39:43
les
Plan Filters. Last Updated | 2005-04-15 14:39:30
This is a test job that doesn't do very much. Tt sleeps for
Sbmit Job senrm a bit and then blows up on a non-zero awit code to show an
Submit Job /sl
Submit Task S
History:
Sel i Hsiony; 472705 Initial acceptance into production
Forecast
4/5/05 i rom 1 to 2 per J. Tx
o /570 ed exit code from 1 to 3 per J ce
4/13/05 Exit Code modified from a 3 to a 5 per J. Tree.
Database i L e s et g
o as Also removed dependency on the uranusfdumb job.
Warkstation Glasses
Domains
Jobstreams
Calendars Contact Information s
Jobs J
Resources :
Prompts Job Contacts  [Edit] [Delste]
Parameters maestro

Users
Database Filters
Saved Drafts

Reports

Job History

Jab Detail

TWS Activity
Production Planning
TWS Database
i ot v | (AddNote)  (Print)

<€ D)« >

i

b AT E

Example of Job Notes.

There is one TWS/WebAdmin feature that I am sure will
be underappreciated and underutilized by the community
in spite of being both useful and powerful. That is the
ability to browse the TWS log file.

There are countless Schedulers and Operators working
with TWS who are uncomfortable navigating in the
command line oriented Unix environment or are not
even allowed to have direct access to the Unix
environment. Yet their TWS master resides on a Unix
server.

The TWS log (located at maestrohomel/stdlist/ date_
TWSMERGE.log on a Unix master) contains all the
activity regarding TWS processing. TWS/WebAdmin
provides direct access to the TWS log file from the GUI.
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As a consultant, I spend more time examining the
contents of the TWS log than looking at anything else

when I am a t a job site. As an example, for me the TWS
log is the simplest way to debug a Job Failed problem. A
failed job has no output because the operating system
has rejected it for some reason. The log points to the
reason for the rejection by the OS.

TWS/WebAdmin Version 2.0

Plan Job List

Ll Current

-JUPITER

Filter: @#@.@+slate=abend,abenp. erar,exec fail.fence|

Home
B Workstation Jobstream Priority Start Elapse ExitCode Dependencies Dependencies
Workstations. JUBITER JoES Lismrrrrr———_| 10 20:46 |00:00
Domains
stk ‘g | | ( ‘Jciif‘nzr_izxan LE 10 20:48
806 View Standard List — SEFEOSI0K)
AWSBHUOT2E Mo gqualified entries. 5 #027923
00 [00:02 |5 #328450
too [o00:02 |5 J29125
No Job Qutput - The job has not launched or completed i 3
00 |00:02 |5 #02991%
(Print) (Close Window ) 0o [00:02 |5 #330608
00 |00:02 |5 #331310
oo [0o:02 |5 #132022
koo [00:02 s #132686
koo [00:02 |5 #a861
00 |00:02 |5 #11536
too [00:02 |5 §T1966
oo |00:02 |5 #12135
00 [00:02 |5 $72430
5 #12612
0o (00:02 |5 #J2808 oo
Y
™ ” RGP TReraR T T (Delete Dep) (Successors ) (Info ) (Detail Report )
TWS Database v || (Nores)) (Fier) (save Filter) ((Layout) ((Print)

G B~

Failed Jobs Have No Output to Help Debug, But...
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TWS/WebAdmin Administration —

2 @ hup:/ favotslab:82 /admin/

Home

Administration
Authentication Configuration
User Administration
Menu Administration
Masters Configuration
Report Administration
Notes Administration
Filter Administration

Global Options

Log / Alert

Event Configuration
Alert Configuration
TWS Logfile

Maintenance

TWS Mailbox Files

TWS Database Files
PostgreSOL Maintenance
Database Gleanup

License Administration

irtrdtr rlrdielsfpd eled

...The TWS Log Has the Answer.

I am convinced that Operators, as a class, will absolutely
love using TWS/WebAdmin. TWS/WebAdmin has the
utility Operators demand and the usability Operators
crave. All five usability rules apply to working with the
TWS Plan.

Supporting the Administrator

TWS/WebAdmin supports the TWS Administrator with
convenience and utility. I mentioned the TWS log
earlier. When problems occur, it is the Administrator
that has to determine their origin and cure. The TWS log
allows a Scheduler or Operator to support this
administration task.

Maintaining and reviewing audit files is another
administration task. In their raw format audit files for
both the Plan and the Database are difficult to decipher.
(OK, they are really impossible to decipher.) TWS/Web-
Admin eliminates counting bytes and trying to delimit
fields.
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As an example, assume an important jobstream was
mysteriously cancelled. Selecting the Plan Audit Log
provides the answer. The highlighted entry at the bottom
of the list tells us user tullyk cancelled the jobstream.

TWS/WebAdmin Version 2.0 =
@ htep: /favotslab:82/ BQ- Coogle

TWS Plan Audit Log

Help

Log Type Timestamp Userip  Framework Object Name Action o rstation Action Data
User Type

CONMAN 0471872008 maestro PLWKSTN |SATURN MODIFY

CONMAN 04/18/200% maestro PLWKSTN (JUPITER MODIFY

STAGEMAN | 04/18/2008 PLAN TWS/maestro/schedlog/M200504180559 | MODI JUP. R med /usr/TWS/ma

HEADER 04/18/2005% PLAN JUPITER Version

STAGEMAN | 04/18/2005 PLAN ro/Symphony INSTALL | JUPITER AWSBHV030I New phony file stalled

STAGEMAN | 04/18/2005 PLAN S/maestro/Sinfonia INSTALL [ JUP R AWNSBHV03 i CPU Symphony file copied t]

CONMAN 04/18/2005 05:59:28 PLWKSTN (JUPITER MODIFY start

CONMAN 04/18/2005 PLJOE JUPITER#THS MAINTENANCE ADD submit sched ER#tI‘]Siﬂﬁ: tenance

CONMAN 04/18/2005 PLIOE JUP:TE?#T[‘]Simlngi'lfdﬂ’-‘ ADD submit sched=JUE R#THS MAINTENANCE;alias

ComMAN | 0471872005 PLIOB | JUPITERATHS MAINTENAN 20D submit job=JUPITERARMSTOL

comAn | 04/18/2005 FLIOE | JUPITERATHS MAINTENAN ) submit job=]UPITERFRMSTOLI

CommAN | 04/18/2005 raestro PLIOE | JUPITERFTHS MAINTENAN HoDIFY Job=JUPLTERITHS MAINTENANCE . RMSTDL

CONMAN |04/18/2005 12:06:03 |maestro PLIDE | JUPITERATWS MAINTENAN MODIFY TER§TWS_MAINTENANCE . RMSTDL

CONMAN 04/18/2008 12:16:11 [maestro PLJOE JUPITERATNS MAINTENANCE MODI rerun job=JUPITER#TWS MAINTENANCE.RMSTDL.

CONMAN 04/18/2008 12:19:38 [maestro PLJOB JUPITERATWNS MAINTENANCE MODIFY rexun j RETHS M TENANCE . RMSTDL:

CONMAN 04/18/2008 12:2 & |maestro PLJOB JUPITER#TWS _MAINTENANCE. rexun j RﬁTWS_ﬂ INTENANCE . RHSTDL.

CONMAN 04/18/200% 12:39:17 maestro PLJOB JUPITER#TWS_MAINTENANCE.RMSTDLIST3 "E?ﬁTWS_ﬂA,NTENANCE.RMSTEL,ST

CONMAN 04/18/2005 14:08:36 maestro PLWKSTN (JUPITER

CONMAN 04/18/2005 14:0 maestro PLWKSTN |JUPITER MODIFY

COMMAN |04/18/2005 14:10:58 | tullyk PLIBSTRN | JUPTTERATHS MA1138325447 MODIFY cancel sched=JUPITER#THS MA1139325447

L3
Fiter) (SendCsvrie) (Prnt)

A E

3 YR

TWS Plan Audit Log.

Page - 20 -



Maintaining and compressing the TWS databases is an
important part of TWS administration. Any change
made to a scheduling object in the database grows that
object’s database file until it is rebuilt.

‘TWS /WebAdmin Version 2.0

Submit Jobstream
Submit Job
Submit Task

SetRun History
Forecast

Options

Database
Workstations
Workstation Classes
Domains
Jobstreams
Galendars
Jobs
Resources
Prompts
Parameters

Dalabase Filters
Saved Drafls

Reports
Jb History

Job Detail

TWS Activity
Production Planning
TWS Database

Cross Reference
Critical Jabs.

SQL Query

User Defined Reports.

Log / Alert
Event Monitor
Event Configuration
Alert Configuration
Database Audit Log
Plan Audit Log

Job Notes
Workstation Notes
TWS Logfile

Maintenance

TWS Database Files

Database File Size (Bytes) Total Records Valid Records % Wasted Space

calendars |3123 3 3 0 (Build)
job.sched |5728 22 12 45 (Build)
Jobs 287605 25 22 12 (Build)
mastsked [54428 22 12 45 (Build)
prompts 94 1 o (Build)
resources |352 El 3 0 (Build)
parameters |224 k3 El 0 (Build)

TWS Database Before Rebuild.

An overwhelming number of clients I visit for the first
time are not aware of the importance of compressing the
databases on a regular basis. The Schedulers do notice
the degraded response when working with the database.
TWS/WebAdmin informs the Administrator when
rebuilding a database is in order.
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‘TWS /WebAdmin Version 2.0

0 [ala- Google

Database File Size (Bytes) Total Records Valid Records % Wasted Space
=JURITER calendars [2123 3 3 0 (Build)
He
o job.sched (2725 12 12 0 (Buila)
Plan
s jobs 51866 2 2 3 (Buila)
Domains
Jabstreams mastsked 28276 12 12 4] Build
Jobs
Resources prompts |94 i 1 o (Buila)
Prompis
Files resources |352 3 3 0 Build)
Plan Fiters
parameters | 324 3 3 0 (Buila)
‘Submit Jobstream —
Submit Job
Submit Task CI]
SetRun History
Forecast
Options
Database
Workstations
Workstation Classes
Domains
Jobsireams
Calendars
Jobs
Resources
Prompis
Paramelers
Database Filters
Saved Drafts
Reports.
Job History
Job Detail K
TWS Activity 1)
Prody ) &
g prl |

Clicking on ""Build All'' Reclaims the Wasted Space
for the Files.

Not all TWS shops need/want the added expense of
enterprise management software such as Tivoli
Enterprise Console (TEC) or BMC’s Patrol.
TWS/WebAdmin includes an Event Monitoring option.
Event Monitoring is set up through a configuration
screen where an Administrator selects which TWS
events should be monitored. The selected events can be
viewed directly or tied to an alert.
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‘TWS /WebAdmin Version 2.0

Submit Jobstieam :
Submit Job TWS Event Monitor
Submit Task
Helj
SetRun History
Forecast ovent_types=TWS Process Restarted, Job Abend,Job Failed,Job Suspended.Job Failed,Job in Stuck Status,Jobstream Abend.Jobstream Stuck Jobstream Cancelled,Link
Down,Link Falled+severity_types=Info,Warning, Effor Severe.Critical single_date=2005-04-18

Options
Database Timestamp Event Type Severity
Workstations = URANUSH T
Workstation Classes D Jobsiihend UEARVE
Domains Details Job Abend URANU: Error
Jobstreams — = e
Calendars Details TW3 Process Restarted JUPITER :
Jobs Details Link Down SATURH Error
Resources
Prompts Details Job Abend URANUSHT EBrror
Rammeers Details Job Abend URANUSHTI Brror
Users = |
Database Filters Details Job Abend URANU: Error
Saved Drafts T Fob Abend JuptTERF Error
Reports Details Job Abend JUPITER#TWS MA11393; |Error
Job History =
Job Detail Details Job Abend JUPITERFTWS_MA Error
TWS Activity Detalls Job Abend URANUS#IN YOUR FACE.BU! Error
Production Planning L -
TWS Database Details Job Abend URANUS#IN_YOUR_FACE . BUMAE Error
Cross Reference
Critical Jabs Details Job Abend URANUS#IN_YOUR_FACE EEeTE
SQL Query Detalls Job Abend URANUSH 1 Error
User Defined Reports

Details Job Abend URANUSH T Error
Leg [ Alert Details Job Abend URANUS# T [Error
Ever\léﬁrmguvatmn Defails | 2005-04-18 05:59 TWS Process Restarted JUPITER : BATCHMAN H
et G RS T ink Down SATUR
Dibese siditted Delalls  |2005-04-18 05:50  |Link Down SATURN Brror
Plan AuditLog
Job Notes
WoasEon Holes (Fier) (SaveFiter)  (Print)
TWS Logfile —) == U
Maintenance
TWS Mailbox Files
TWS Database Files
T — T

TWS Event Monitor

If there is one thing that gets riveting attention focused
on TWS, it is when TWS shuts down in the middle of
the production day. The most common reason for the
shutdown is a TWS message file filling to capacity.
TWS uses message files to communicate between the
master and agent servers.

Message files do not overflow very often—usually only
when a server is taken out of service for an extended
period of time and jobs are still scheduled to run there or
when a server has an abnormal amount of activity.

When a message file does overflow, TWS shuts down
immediately to prevent information loss. When that
happens, the responsible Administrator scurries for notes
to remember how to resize the files.

TWS/WebAdmin provides the capability to both
monitor and resize the message files.
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TWS/WebAdmin Version 2.0

Good systems do not
interfere with, or
impede, efficient use
by a skilled user
having substantial
experience with the
system.

(< ~ o) aflc][+]@hmp /o OF(a- Goosle
| Tws/webAdmin Version 2.0
=
Submit Jobstream 5
Submit Job ~
Submit Task Help
Focenat
Sl Mailbox File Size Max Size
0 [mailbox.msg 48 [10000000
Options
0 |clbox.msg 43 [10000000
Dataliase = 43 | 1000000
Workstations 0 |tntercon.nsg 43 [10000000
Workstation Classes = 5 |0 =
i [=) 48 [10000000
Jobsireams a 108 [10000000
Calendars n | | =
Jobs O [pobox/servera.msg |48 [1e000000
Resources
Prompts
Parameters (Change Size)
Database Filters
Saved Drafis
Reports
Job History
Job Detail
TWS Activity
Production Planning
TWS Database
Grass Reference
Critical Jobs S
SQAL Que:
User Defined Reports
Log / Alert
Event Monitor
Event Configuration
Alert Configuration
Database Audit Log
Plan Audit Log
Job Notes.
Workstation Notes
TWS Logfile
Maintenance
[TWS Mailbox Files v/
TWS Database Files 3
< r ) <
.
I'WS Message Files.

TWS Administrators will revel in the time savings
TWS/WebAdmin provides. Providing a graphical
interface for some of the administrative tasks is a novel
and thoughtful advancement.

Working With Reports

TWS report capability has been a sore spot with
Operations Managers since forever. The standard TWS
reports have been and still are poorly formatted and
deemed not usable by everyone that has seen or tried to
make sense of them.

TWS/WebAdmin provides a set of general reports that
can be tailored to a shop’s specific criteria. The report
set includes Job History and Job Detail Reports,
Scheduling Object Cross Reference Reports, and
Scheduling Object Database Reports. Each of those
reports can be tailored to include exactly what data a
user wants to see. TWS/WebAdmin stores everything in
it’s own database.

Just in case the provided reports are not sufficient,
TWS/WebAdmin provides the capability to roll your
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own SQL queries for reports. That seems like a useful
capability so I tested it’s utility. I studied the
TWS/WebAdmin tables and formulated what I thought
would be a useful report. I created a report of abend
jobs.

It worked! I even saved the query. To my chagrin, I
could have created the identical report with just a few
appropriate clicks on the Job History Report screen!
There are managers out there that can request something
more esoteric to be reported, I am sure!

If there is one report that I have heard managers ask for
regularly, it is the statistical report for TWS processing.
Be it for each day, week, month, year, or all of the above
- managers want that statistical data. It does not surprise
to me to see that TWS/WebAdmin provides all that data
with ease.

TWS Activity Report e

Store Report )

TWS Activity Report

<< Prev | Next>>

2005-04-16

Activity (# Jobs)

O other: o
O Hold / Ready: 0

B Intro / Exec: 0
6.81

| pe
B fbend / F
B Succ

93,21

A Day In the Life.

The clincher of the Reports usability for me personally,
is the Forecasting Report. TWS/WebAdmin does
forecasting beyond (my) expectations.
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I install a forecasting report script at every client I visit.
My script reports TWS Activity for a particular day.
TWS/WebAdmin provides the capability to forecast a
block of days. That block can be a weekend, a week a
month, whatever. In all these years, I never considered
doing that. What a fabulous idea!

Files
Plan Filters

Submit Jobstream
Submit Job
Submit Task

SetRun History
Forecast

Options

Database
Workstations
Workstation Classes
Domains
Jobstreams
Calendars

Jabs

Resources
Prompts
Parameters
Users

Database Filters
Saved Drafls

Reports
Jab History
Jab Detail
TWS Activity

TWS Database
Cross Reference
Critical Jobs

S0L Query

User Defined Reports

Log / Alert

Event Monitor
Event Configuration
Alert Configuratian
Database AuditLog
Plan Audit Log

Jab Notes
Waorkstation Notes
TWS Logfile

Mioimtananca
< pal>

TWS/WebAdmin Version 2.0

tslab:82 |

Production Planning Report

E

Criteria
Date Range: 1 (Lst)  (MMDDIYYYY)
Contents

Summary [3)

# Include Start Times
™ Include Estimated Elapse Times

Report Type:

Options

1 Do not include FINAL jobstream
® Limit Description field to [+ lines

() Open Report in New Window

(Generate Report)

| Dispiay a menu for “htip:

- protuction panning repart pho” =

TWS/WebAdmin
provides a user
interface that fits with
what the end user is
trying to accomplish.

Production Planning Report Input Page.

Even for reporting, TWS/WebAdmin scores very high
marks. The Usability Rules apply here as well.

In Summary

TWS/WebAdmin is designed with the end user in mind.

TWS/WebAdmin is the solution for corporations
committed to a productive environment for their TWS
Schedulers, Operators and Administrators. Snappy
response times for even the largest data loads and single-
click information presentation provide quick problem
resolution for critical path and mission critical
application related problems.

The included RDBMS allows extracting every nugget of
data or statistical information a manager could desire.
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Intuitive and familiar interfaces allow Schedulers to
confidently manage the corporation’s scheduling data
objects, ensuring the correct data is processed at the
correct time of the correct day, with timely alerts
generated before serious problems occur.

Administrators are provided with all the information to
keep TWS “lean and mean” and avoid serious
consequences like shut down. TWS/WebAdmin also
provides the auditing information to know who did what
to whom and when.

About SEGUS Inc.

SEGUS Inc was founded in 1992 in Reston, Virginia
and is the exclusive distributor in North America for all
of HORIZONT GmbH's products - including
TWS/WebAdmin.

Originally specializing only in products for and around
IBM's mainframe job scheduling packages, SEGUS and
HORIZONT have now entered the distributed arena and
are also using their expertise to develop add-on products
for other scheduling software.

For more information on SEGUS products, please go to
www.segus.com or call 1-800-327-9650 and tell them
Tully sent you.
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